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Such as predefined action 
spaces. Often given by 
environment designers.

• In the complete setting, agents interact with environment through intermediate interfaces:
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Background: Agent-Environment Misalignment

• Mismatches happen between the internal expectations of the agent regarding the influence of its issued 
actions and the actual state transitions in the environment.

Shridhar, Yuan, et al. Aligning text and embodied environments for interactive learning. ICLR 2021

Agents need first `go to receptacle` 
then execute `examine receptacle`



Preliminary Experiment: Observation Adjustment

Preliminary Experiment: Correcting observations only when "Examine" is invalid improved task accuracy from 
13.4% to 31.3%:
• The importance of addressing agent-environment misalignment in improving agent performance;
• Designing more robust interfaces may be an effective way to resolve agent-environment misalignments.



Representative Method: Human-designed Interface

• Since each environment and even each method requires a separately designed interface, this results in 
very high labor costs.

• Whether manually designed interfaces are optimal still requires further investigation.

Yang, JimeneZ, et al. SWE-agent: Agent-computer interfaces enable automated software engineering. NeurIPS 2024



Representative Method: Method-customized Interfaces

Agent methods that do not explicitly specify interface design often still involve customized interface design:
• WALL-E manually maintains environment state information in JSON format [1];
• AgentBoard adds a new action, check valid actions, allowing the agent to obtain a list of valid actions [2];
• AutoManual wraps a new class, InteractEnv, to reimplement the interaction mechanism of ALFWorld [3].

New challenges:
• It becomes difficult to directly compare results across methods — are performance differences due to the 

methods themselves or the customized interfaces?

[1] Zhou, Zhou, et al. WALL-E: world alignment by rule learning improves world model-based LLM agents. CoRR 2024
[2] Ma, Zhang, et al. AgentBoard: An analytical evaluation board of multi-turn LLM agents. NeurIPS 2024.

[3] Chen, Li, et al. AutoManual: Constructing instruction manuals by LLM agents via interactive environmental learning. NeurIPS 2024



Motivation

Aligning agents with environments requires a strategy for 
automated interface generation.



Auto-Aligned Interface Generation (ALIGN)

Interface design:
• InferRules: Provides the agent with more descriptive information about the environment during 

initialization, such as environment rules, potential limitations, etc.
• WrapStep: Enhances the observation returned to the agent for each environment step, when necessary, to 

deliver information in a format that is easier for the agent to interpret.
Implementation:
• Environment wrapper;
• No need to modify the agent logic or environment code.



Auto-Aligned Interface Generation (ALIGN)

ALIGN iteratively optimizes by automating the analysis of agent-environment misalignments between the 
agent and the environment, as well as automatically generating more robust interfaces. Each iteration 
consists of three stages:
• Stage 1: Misalignment Analysis
• Stage 2: Interface Generation
• Stage 3: Execution with Interface



Auto-Aligned Interface Generation (ALIGN)

Stage1: Misalignment Analysis:
• The Analyzer identifies agent-environment misalignments from 

previous erroneous interaction trajectories.



Auto-Aligned Interface Generation (ALIGN)

Stage2: Interface Generation:
• The Optimizer generates new interface.



Auto-Aligned Interface Generation (ALIGN)

Additional Design: Experimental Verification
• To mitigate the hallucination problem of LLMs, 

the Analyzer and Optimizer conduct experiments to validate the 
misalignments identified and the interfaces generated.



Experimental Settings

Benchmarks:
• Embodied tasks: ALFWorld [1], ScienceWorld [2]
• Web navigation: WebShop [3]
• Tool-use:𝑀!ToolEval [4]

Agent Methods:
• Vanilla: A basic implementation with no specific prompting strategies.
• ReAct [5]: Leverages the reasoning potential of LLMs through interactive reasoning and action.
• Self-Consistency [6]: Enhances the stability of the agent’s decisions through multiple samples and a voting 

mechanism.
• Self-Refine [7]: The agent reflects on and revises its previous decisions to improve decision quality.
• Planning: Inspired by RAP [8], utilizes LLM’s planning capability to decompose complex tasks into subtasks.

Agent Base Model: Qwen2.5-7B-Instruct

Model Selection for Analyzer and Optimizer:
• Model for interface generation: Gemini2.5 Pro
• Others: GPT-4.1

[1] Shridhar, Yuan, et al. Aligning text and embodied environments for interactive learning. ICLR 2021
[2] Wang, Jansen, et al. ScienceWorld: Is your agent smarter than a 5th grader? EMNLP 2022

[3] Yao, Chen, et al. WebShop: Towards scalable real-world web interaction with grounded language 
agents.

[4] Wang, Chen, et al. Executable code actions elicit better LLM agents. ICML 2024
[5] Yao, Zhao, et al. ReAct: Synergizing reasoning and acting in language models. ICLR 2023

[6] Wang, Wei, et al. Self-Consistency improves chain of thought reasoning in language models. 
NeurIPS 2022

[7] Madaan, Tandon, et al. Self-Refine: Iterative refinement with self-feedback. ICLR 2023
[8] Hao, Gu, et al. Reasoning with language model is planning with world model. EMNLP 2023
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Main Results

Principle findings:
• ALIGN consistently enhances performance across different domains;
• Agent-environment misalignment is a pervasive phenomenon impeding the agent performance;
• Alignment between agent and environment facilitates identification of additional performance-influencing 

factors.

Indicate potential deficiencies in the 
long-reasoning and scientific causal 
reasoning capabilities of the 
Qwen2.5-7B-Instruct model.



Interface Quality Analysis

• Measure the frequency of consecutive invalid actions (the proportion of the actions that occur within 
sequences of two or more consecutive invalid steps).

• Provide evidence that ALIGN effectively renders latent constraints explicit, thereby preventing agents from 
entering repetitive error cycles.



Generalization Study

Principle findings:
• ALIGN can generalize to different agent architectures;
• ALIGN can generalize to larger and heterogenous LLMs.



Ablation Study

Ablation on interface components:
• Each component of the interface contributes

meaningfully.
• The critical role of fine-grained, enriched observation 

during interaction.

Ablation on Experimental Verification:
• Experimental setting: Multi-sample (n=6) 

and select the best by Analyzer or 
Optimizer itself.

• Underscore the necessity of Experimental 
Verification.



Discussion: Model Selection for Analyzer & Optimizer

Model Selection:
• Analyzer: gpt-4.1-mini
• Optimizer: gpt-4.1-mini for Experimental Verification, gemini2.5 pro for interface generation
àUsing weaker LLMs as the Analyzer can also achieve good performance.



Discussion: ALIGN for SOTA Model

• Closed-source LLMs: gpt-4.1-mini & gpt-4.1

• RL-trained LLMs: GiGPO-Qwen2.5-7B-Instruct-ALFWorld



Discussion: ALIGN for SOTA Agent Framework

Agent Framework: AgentSquare
• Planning module: OPENAGI
• Reasoning module: Self-Refine
• Memory module: Generative, DiLu, TP and VOYAGER

• This suggests that in the future, using base models equipped with automatically generated aligned 
interfaces for specific environments could achieve LLM-based agent adaptation in particular tasks and 
achieve strong performance.



Discussion: Token Consumption

• LLM hallucination issues decreases à cost reduce;
• Only code generation needs SOTA model;
• The cost of interface generation is a one-time expense.



Future...

Validation on more difficult environments and advanced agent methods.

Perspectives from environment designers: detecting design issues through ALIGN.

Interface design: detecting agent internal expectations and transforming actions accordingly.

Evolving and diversifying interfaces & RL Agent.



Thanks!


