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Model merging
• Integrating capabilities of differently fine-tuned LLMs via 

operation on models’parameter space.

Yu, et al. Model Merging in LLMs, MLLMs, and Beyond: Methods, Theories, Applications and Opportunities.
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Model merging
• Current model merging methods

• Mainly focus on homogeneous LLMs
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Zhou, et al. MetaGPT: Merging Large Language Models Using Model Exclusive Task Arithmetic.



Model merging
• Research question:

How to apply model merging on heterogeneous models?
Different model architecture in MLLMs:

- Language model architecture

- Modality encoder choice

4In the design of MLLMs, language model parameters may be duplicated for multimodal capability.



Model merging
• Research question:

How to apply model merging on heterogeneous models?
Different language model architecture in MLLMs:
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Wang, et al. CogVLM:
Visual Expert for Pretrained Language Models

Wang, et al. mPLUG-Owl2: 
Revolutionizing Multi-modal Large Language

Model with Modality Collaboration



Model merging
• Research question:

How to apply model merging on heterogeneous models?
FuseLLM: fusing and continue training

6
Wan, et al. Knowledge Fusion of Large Language Models

Requiring labeled data and computation
resources for continue training.



Model merging for heterogeneous MLLMs
• AdaMMS: a model merging technique for heterogeneous MLLMs
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Model merging for heterogeneous MLLMs
• Mapping: match LLM weights in different architecture
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mPLUG-Owl2 CogVLM



Model merging for heterogeneous MLLMs
• Merging: adaptive linear interpolation

• Why adaptive: asymmetry in the parameter space of two MLLMs

9
Generated response of the merged model with different linear interpolation coefficients

How to select?



Model merging for heterogeneous MLLMs
• Searching: unsupervised hyper-parameter selection

• Previous model merging methods generally relies on supervised
searching on validation sets to determine hyper-parameters

• Requires labeled data (which can be hard to obtain in some cases)

• Suffers from the distribution gap between validation and test set

• Formally: 
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Model merging for heterogeneous MLLMs
• Searching: unsupervised hyper-parameter selection

• Approximate task performance via generation consistency

• Observation: higher performance, higher consistency
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Generation Consistency:
difference in generated responses
compared with adjacent candidates



Model merging for heterogeneous MLLMs
• Searching: unsupervised hyper-parameter selection

• Approximate task performance via generation consistency

• Measure consistency between the adjacent parameter candidates

• Formally: 

12Step3: Searching



Model merging for heterogeneous MLLMs
• Searching: unsupervised hyper-parameter selection

• Approximate task performance via generation consistency

• Theoretical Proof:

• If model performance is convex near the optimal point,

• Then the highest performance point has high generation consistency

• Experimental Evidence: 

• 62.75% of experiment settings show this convex property
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Experiment: Setup
• We conduct experiments on various pairs of MLLMs and benchmarks
• Model pairs:

• Qwen2-VL      ß LLaVA-OneVision

• CogVLM ß LLaVA-v1.5

• LLaVA-v1.5 ß mPLUG-Owl2

• mPLUG-Owl2 ß LLaVA-v1.5

• mPLUG-Owl2 ß CogVLM

• Benchmarks:
• MMMU, MME, SeedBench, OCRBench,

TextVQA, OKVQA, GQA, VizWiz
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Experiment: Result
• AdaMMS merges heterogeneous MLLMs with higher performance
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Results on merging LLaVA-OneVision-7B into Qwen2-VL-7B.



Experiment: Result
• AdaMMS merges heterogeneous MLLMs with higher performance
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Results on merging LLaVA-v1.5-7B into CogVLM-chat-7B.



Conclusion
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• We introduce AdaMMS for merging heterogeneous MLLMs:

• A simple yet effective method for applying model merging 

techniques on heterogeneous MLLMs.

• Unsupervised hyper-parameter selection method based on our 

investigation on parameter space. 

• Our method outperforms previous baselines  on existing 

benchmarks.
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