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How Do Multimodal Large Language Models 
Handle Complex Multimodal Reasoning?

—— Placing Them in An Extensible Escape Game 
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Motivation
• What are MLLMs capable of？
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Visual search

Spatial reasoning

Action & planning
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Introduction
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• Let’s watch a video first
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Introduction of our benchmark
• Target: To explore how MLLMs handle complex multimodal reasoning
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Introduction of our benchmark
• What is complex multimodal reasoning?
• Multimodal reasoning in a virtual/real environment 
• Requiring integration of multiple basic abilities, such as visual search, visual-

spatial reasoning, long-term reasoning etc.

• Why complex multimodal reasoning?
• Limitations of the primary focus of current evaluations:

• Performance task completion rather than the reasoning process
• Isolated abilities 
• Limited metrics and evidence for analysis

• Limitations of environment:
• Simplified the autonomous reasoning process
• With provided structured knowledge libraries
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Introduction of our benchmark
• How to evaluate the entire multimodal reasoning process?
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ü MM-Escape:
An extensible benchmark 
inspired by real-world escape 
games

ü Built on EscapeCraft: 
A customizable open 
environment

ü Requires free-form exploration 

ü Requires coordination of 
multiple abilities

ü Metrics emphasizing 
intermediate model behaviors
alongside task completion



Introduction of our environment
• EscapeCraft Environment Features
• Automatic room scene generation
• Customizable room styles (living room, kitchen, bathroom, bedroom)
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Introduction of our environment
• EscapeCraft Environment Features
• Automatic room scene generation
• Customizable room styles (living room, kitchen, bathroom, bedroom)

• Comprehensive action space:
• Movement (forward)
• View adjustment (rotation, tilting)
• Interactions (grab, use, read, input)
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Introduction of our environment
• EscapeCraft Environment Features
• Automatic room scene generation
• Customizable room styles (living room, kitchen, bathroom, bedroom)
• Comprehensive action space:

• Movement (forward)
• View adjustment (rotation, tilting)
• Interactions (grab, use, read, input)

• Extensible escaping path and difficulty
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Evaluation
• Benchmark construction
• Variable difficulty levels based on reasoning path length:

• Extensible to more complex chains and multi-room settings

• Statistics
• 63 scenes, 73 evaluation games (including combinations of multi-room settings)
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Single room Multi-room

• Difficulty-1: (one-hop)
• Direct door interaction

• Difficulty-2: (two-hop)
• Find key/password + unlock door

• Difficulty-3: (three-hop)
• Find password + find key + unlock door



Evaluation
• Evaluation metrics design:
• Final task completion: 

• Escape Rate (ER)
• Intermediate process metrics:

• Prop Gain: Successful acquisition of necessary items)

• Average Steps: Efficiency of the whole process
• Grab Success Rate: Precision and reasonability of model-env interactions

• Grab Ratio: Interaction strategy
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Evaluation
• Results
• Models perform significantly below human level across all metrics
• Performance sharply declines as game difficulty increases
• GPT-4o does not always lead the performance for the easiest setting
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Evaluation
• Results
• For models fail to escape, we can still assess the performance via prop gain and 

interactive behaviors
• Llama 3.2 and Qwen present several successful interactions and manage to obtain some props
• Phi-3 attempts to interact with environment

• Grab Ratio does not directly contribute to the other metrics, it is a neutral 
indicator of interaction behavior and strategy
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Evaluation
• Extended Scenarios
• Are models able to detect a potential prop when it is blended within the 

environment without hint?
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Evaluation
• Extended Scenarios
• Are models able to detect a potential prop when it is blended within the 

environment without hint?
• Placed near the exit
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Evaluation
• Extended Scenarios
• Are models able to detect a potential prop when it is blended within the 

environment without hint?
• Move away from the exit
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Analysis
• Is grab success rate corelated to escape rate?
• Higher grab success rate largely contributes to successful escape
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Analysis
• Does the “visibility of exit at initial locations” affect the grab success 

rate and steps?
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• For games whose exits 
are visible at initial 
locations, models tend to 
exhibit higher GSR

• For games whose exits 
are visible at initial 
locations, models often 
use less steps to escape



Conclusion
• Some Distinct Model Behaviors
• Different exploration strategies:

• Gemini: fixed-position scanning 
before moving
• GPT-4o: global understanding 

before detailed inspection

• Observation preferences:
• Gemini: downward-facing view to 

inspect objects
• GPT-4o: predominantly front-facing

view
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• Observed Common Failure Modes
• Movement failures:
• Repetitive trajectories (GPT-4o)
• Getting trapped in corners (Gemini, 

Claude)

• Interaction challenges:
• Action combination failures (Phi-3, 

Qwen-VL)
• Imprecise object identification

• Limited spatial awareness and 
long-term planning



Thanks for listening
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Q & A



MM-Escape
• Results
• Multi-room settings expose limitations in spatial reasoning
• A successful experience helps model to escape
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